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Summary

Photogrammetry has proven to be a valuable technique across various industries, particularly 
in construction and surveying, due to its capacity to generate high-resolution orthomosaics and 
digital elevation models (DEMs). The emergence of unmanned aerial vehicles (UAVs) has further 
revolutionized photogrammetric practices, offering an efficient means to create various geospatial 
products. This study delves into the accuracy of orthomosaics and DEMs derived from UAV-
based photogrammetry, with a specific focus on the impact of ground control point (GCP) place-
ment strategies. The research examines how different GCP configurations influence the precision 
of photogrammetric products. By comparing outputs from three distinct UAV models, the study 
highlights the combined influence of GCP distribution and UAV technical specifications on the 
accuracy of the resulting data. The findings indicate that strategic GCP placement can substantial-
ly enhance the quality and precision of photogrammetric outputs. Moreover, the selection of the 
UAV platform significantly affects resolution and processing efficiency. This study underscores 
the critical role of careful GCP placement within the UAV photogrammetry workflow to ensure 
the reliability of generated products. Optimal GCP deployment is essential for achieving accurate 
georeferencing and minimizing errors stemming from GPS inaccuracies, lens distortion, and in-
sufficient image overlap. The research contributes to a deeper understanding of how to balance 
precision and efficiency in UAV photogrammetry by analyzing the trade-offs associated with var-
ious GCP placement strategies. These insights are particularly valuable for practitioners aiming 
to optimize project outcomes while considering budget constraints and accuracy requirements.
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1. Introduction

The rapid evolution and adoption of photogrammetry ‒ a technique that uses geomet-
ric information from 2D imagery ‒ has revolutionized data acquisition in fields such as 
reconstruction [Lee et al. 2024], agriculture [Lawrence et al. 2023], virtual reality envi-
ronment [Karnchanapayap et al. 2024], archaeology [Forte et al. 2025], surveying and 
environmental monitoring [Briggs et al. 2018]. Although the roots of photogrammetry 
date back to the 19th century, when aerial photos were taken from the hot-air balloons, 
its swift development and transition to digital processes has significantly expanded 
its accuracy, speed and range of applications. Unmanned aerial vehicles (UAV) made 
photogrammetry more accessible, cost-effective, and facilitated the generation of high-
resolution orthomosaics, digital elevation models (DEMs) and 3D reconstructions with 
centimeter-level accuracy [Colomina and Molina 2014]. The lowering cost of UAVs 
has not only shortened acquisition time but also made the technology more accessible 
to users who could not afford it previously. The reliability of these outputs depends 
on multiple factors, such as drone sensor quality, flight parameters, and crucially the 
deployment of ground control points (GCPs) [Lee et al. 2024]. Furthermore, the role of 
environmental factors, such as sunlight variation, terrain complexity and wind, must 
also be considered when assessing overall data quality. This study examines how differ-
ent UAV platforms and GCP configurations influence the accuracy of photogrammet-
ric outputs providing an overall view for industry practitioners. Traditional surveying 
methods, such as total stations and terrestrial laser scanning (TLS), are time-consuming 
in case of large-scale projects [Beretta et al. 2018]. In contrast, UAV photogrammetry 
offers quick data collection, lower costs, and the ability to access hazardous or inacces-
sible areas, such as open pit mines [Suh and Choi 2017]. However, limitations such as 
restricted flight time due to battery life, weather dependency, limited payload capac-
ity, the necessity of safe battery storage, and regulatory restrictions (e.g., operations 
Beyond Visual Line of Sight (BVLOS)), continue to pose challenges to the UAV adop-
tion. Further development in structure-from-motion algorithms and cloud processing 
with software like Pix4D, Agisoft Metashape have made the technology accessible even 
for non-specialists [Almagro 2002]. SfM techniques allow users to create 3D models 
and orthomosaics from uncalibrated image sets, reducing technological barriers for 
non-expert users and simplifying access to high-quality spatial data. Physical markers 
with known coordinates are critical for georeferencing and eliminating errors caused 
by GPS inaccuracies, lens distortion or insufficient image overlap [Zhong et al. 2025]. 
Drones equipped with the RTK systems can minimize the effect of GCP dependence, 
however, their higher cost may present a significant barrier for adoption in developing 
regions or for small-scale projects [Štroner et al. 2025]. In addition, post-processing 
kinematic (PPK) solutions offer an alternative to RTK by reducing real-time communi-
cation needs but still demand expertise and financial investments. Studies suggest that 
GCP quantity, distribution and measurement precision directly impact output quality, 
but optimal configurations remain unconventional and debated [Lawrence et al. 2024]. 
For instance, Amami et al. in their study stated that one GCP over 8000 square meters 
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is sufficient to provide highly robust geometry [Amami et al. 2022] while Oniga et al. 
in their study recommend one GCP per 200 square meters for geographically complex 
terrain [Oniga et al. 2018]. These differences among researchers highlight the need for 
standardized guidelines, as GCP deployment strategies may vary significantly depend-
ing on terrain complexity, vegetation density and required final product accuracy. In 
the construction industry, UAVs play a major role in progress monitoring, volumet-
ric calculations and as-built documentation, but require sub-centimeter accuracy for 
clash detection. In such applications where high quality and high precision data are 
imperative, even minor inaccuracies can cause costly delays for projects, emphasiz-
ing the importance of carefully designed GCP networks and rigorous quality control 
workflows. Regulatory standards often mandate third-party validation of photogram-
metric outputs, underlining the GCP’s rigor. In forestry applications, where changing 
lighting and vegetation cover obstruct feature matching, appropriate GCP strategies 
are necessary [Iglhaut et al. 2019]. Seasonal variations, density of tree canopies and 
undergrowth characteristics further complicate photogrammetric processing. Such 
scenarios require an adaptive approach to GCP placement and data acquisition timing. 
Despite extensive literature on UAV photogrammetry, few studies compare consumer-
grade versus RTK drones across multiple GCP scenarios in real-world conditions 
[Madawalagama and Munasinghe 2016]. A practical comparison is essential for users 
to make correct decisions with regard to equipment investments, workflow optimiza-
tion and expected levels of accuracy in different photogrammetric scenarios. This study 
aims to quantify how GCP placement influences the quality of orthomosaic and DEM 
outputs in the context of coordinates errors. This research contributes to optimizing 
photogrammetric workflows for practitioners balancing precision and efficiency, using 
consumer-grade UAV without RTK receivers. Specifically, the research will analyze the 
trade-offs between precision and various GCP placement strategies, contributing valu-
able insights for users aiming to balance project constraints, budget limitations and 
accuracy requirements.

2. Methods

2.1. Study area

For the purpose of this survey, a newly constructed observation tower located in 
the town of Wolin, in the Zachodniopomorskie voivodeship, Kamień county, was 
selected. The structure was officially opened to the public in March 2024. The wooden 
construction consists of 11 levels, reaching a total height of 32 meters. The shape of 
the viewing platform was designed to resemble a sail, while the base structure was 
supposed to form a ship’s hull. The object is built from wooden beams, which create 
significant gaps within the structure, posing considerable challenges during photo-
grammetric reconstruction. 

The observation tower is situated on the summit of a small hill, surrounded by tall 
coniferous trees. The photogrammetric flight was initially scheduled for July 10, 2024, 

http://gll.urk.edu.pl
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at 12:45 PM. Due to a thunderstorm, the flight time was postponed to 5:45 PM. After 
the storm, the sky was covered with dense clouds, which significantly diffused the 
sunlight in the atmosphere. As a result, no distinct shadows were cast by any objects, 
preventing large fluctuations in ISO values when capturing images in automatic mode. 
The air temperature during the survey was 25°C, wind gusts did not exceed 2.5m/s, and 
atmospheric pressure remained unstable due to the passing storm over Wolin Island on 
July 10. All unmanned aerial vehicles (UAVs) were launched at five-minute intervals to 
ensure the most consistent atmospheric conditions for each flight.

2.2. Drones used in the survey

Three UAVs from DJI (Shenzhen DJI Sciences and Technologies Ltd., China, 2006) 
were used to perform the photogrammetric flights: a) Mavic 2 Pro, b) Air 2S and 
c) Mini 3. The camera parameters for each drone are presented in Table 1.

Table 1. Drones used in the survey

DJI Mini 3 DJI Air 2S DJI Mavic 2 Pro

Sensor 1/1,3” 12MP 1” 20MP 1” 20MP

Lens 82,1° 88° 77°

Focal length 24 mm 22 mm 28 mm

Aperture f/1.7 f/2.8 f/2.8‒f/11

ISO 100–3200 (auto) 100–6400 (auto) 100–3200 (auto)

Source: Authors’ own study

Fig. 1. Observation tower ‒ survey object and location map
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The hovering accuracy for all UAVs was ±0.5 meter vertically and ±1.5 meter 
horizontally. All cameras were pre-mounted by the manufacturer on three-axis gimbals 
to ensure stability. 

Source: Authors’ own study 

Fig. 2. Photos of the drones

a.	 b.	 c.

3. Methods

3.1. Data acquisition

The photogrammetric flight plan included the establishment of a ground control network 
as well as manual orbiting around the object at two altitudes: 36 meters and 51 meters above 
ground level (AGL). The decision to fly manually was based on the fact that not all aircraft 
could be configured for autonomous flight. Each UAV used different control application: 
Mavic 2 Pro was controlled with ‘DJI GO 4’, Air 2S was flown with an app built-in into 
RC-Controller and Mini 3 with ‘DJI Fly’. Photographs were manually captured after stabi-
lizing the drone at each position. A total of 249 images were taken with each UAV. Ground 
control points were established to georeference the images collected by all platforms, using 
a GNSS receiver. The control points were measured with a Trimble GNSS receiver (Trimble 
Inc., Westminister, Colorado, USA, founded in 1978), model R6. The PL-2000 coordinate 
system for the 15th meridian East, EPSG:2176, was chosen for measurement, and real-time 
corrections were obtained from the VRSNet network. Control points were measured both 
on the ground and on the observation deck of the tower.

3.2. Photogrammetric processing

3.2.1. Align photos 

The photogrammetric data were processed using Agisoft Metashape (Agisoft Metashape, 
St. Petersburg, Russia, established 2010), version 2.0.2. The EPSG:2176 coordinate 
system for the 15th zone was assigned to the project. A custom script was developed 
to modify the height parameter of the drone images to correct the originally recorded 
camera center coordinates. The images recorded the AGL (above ground level) height 
by default. However, the creation of a digital terrain model (DTM) and compatibility 
with GCP required the ASL (Above Sea Level) heights. Therefore, the altitude values 
for all platforms were converted from AGL to ASL. All reference points were divided 
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into five sets, differing in the included GCPs, allowing for accuracy comparisons across 
selected scenarios (Table 2).

Table 2. GCP usage scenarios

Scenarios Ground control points Tower control points Drone

#1 full set × × ×

#2 ground and tower × ×

#3 only ground ×

#4 only tower ×

#5 drone ×

For the purposes of the study, three groups of control points were distinguished:
•	 ‘Ground control points’ were the points measured on the ground using a GNSS 

receiver, stabilized with wooden stakes.
•	 ‘Tower control points’ were the points measured on the observation deck of the 

survey object.
•	 ‘Drone’ refers to the use of the camera center coordinates recorded by the UAV 

during the flights.
The root mean square error (RMSE) was calculated to assess the deviation in the X 

and Y coordinates in each scenario relative to the GNSS-measured control points. The 
results were compared across the designed scenarios. For comparative analysis of the 
generated digital terrain models (DTMs), an available reference DTM for the study area 
was utilized (sourced from www.geoportal.gov.pl). A DTM with a 0.5-meter resolution, 
created in 2022, was downloaded. Ten points located in the immediate vicinity of the 
observation tower were selected for the analysis. The coordinates of these points were 
first determined by the reference DTM and subsequently projected onto the DTMs 
generated according to each scenario. Due to the presence of tall vegetation, it was 
not possible to measure control points directly underneath the tower using the GNSS 
receiver. The Trimble receiver was unable to receive sufficient satellite signals to obtain 
RTK corrections under the dense canopy. As a result, ground control points were meas-
ured as close to the tower as possible within the receiver’s capability.

3.2.2. Dense cloud 

Dense point clouds were generated based on tie points. In the ‘Advanced’ tab, the default 
parameters were used for processing the clouds: ‘key point limit’ was set to 40,000 and 
‘tie point limit’ to 4,000. The point clouds allowed for the calculation of the orthophotos 
and digital terrain models. 

3.2.3. DEM 

The source data for creating the digital terrain models were the previously generated 
dense point clouds. Point clouds were chosen primarily due to their very high accuracy 

http://www.geoportal.gov.pl
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in representing the 3D scene, in contrast to the tie point clouds, which are sparser and 
result in lower-quality digital terrain models.

3.2.4. Orthomosaics

Orthomosaics were created using all images taken by each drone and the coordinate 
reference system EPSG: 2176 was used. The digital terrain model corresponding to 
each scenario was selected as the base layer for orthophoto generation. The option to 
fill in empty areas was enabled, and the pixel size was kept at 0.018 meters for Mini 3, 
0.014 meters for Air 2S and 0.012 for Mavic 2 Pro.

3.3. Scenario Comparison

The comparison of the scenarios was based on the calculated RMSE for each case. The 
coordinate error results for control points in fifteen scenarios are presented in Table 3 
and Table 4.

3.3.1. Orthomosaics comparison

The comparison of the resulting orthophotos was carried out based on the calculated 
RMSE values for previously measured control points. The measured control points were 
cataloged and placed on the orthophotos. Then, for each scenario, a vector layer was 
created, consisting of points located at the original positions of the control points as 
measured using a GNSS receiver. The statistical significance of the findings was tested 
using ANOVA analysis of variance.

Source: Authors’ own study 

Fig. 3. Digital elevation model downloaded from www.geoportal.pl with the layer of control 
points used in the survey 

http://gll.urk.edu.pl
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3.3.2. DEM comparison 

The comparison of digital elevation models was based on the created point vector layers 
representing ten selected measurement points for each scenario. Unlike the orthopho-
tos, the coordinates of the points were left unchanged to highlight differences between 
scenarios with different GCP placement strategies and also to highlight the differences 
in vertical axis between sets.

4. Results

The computer used for processing was equipped with a six-core AMD Ryzen 5 3500X 
processor (www.amd.com) and a NVIDIA RTX 3060Ti 8 GB graphics card (www.
nvidia.com). The study results revealed significant differences in accuracy depend-
ing on the selected ground control point deployment scenario. Photogrammetric 
products based solely on ground control points demonstrated a noticeable dete-
rioration in the coordinates accuracy of points located on the elevated parts of the 
surveyed structure. Conversely, scenarios relying only on control points placed on 
the tower showed considerable deviations in the coordinate accuracy for ground 
control points. The scenario that combined both ground and tower control points 
achieved the lowest discrepancies, when compared to the reference data. In contrast, 
the scenario with no ground control points – relying exclusively on the GNSS module 
data from various drones – exhibited substantial coordinate inaccuracies at all eval-
uated points, regardless of the drone model. A total of 15 scenarios were calculated 
based on the previously created GCP distribution sets (Table 3 and Table 4). 

Source: Authors’ own study

Fig. 4. Control points

Source: Authors’ own study

Fig. 5. Marked control points

http://www.amd.com
http://www.nvidia.com
http://www.nvidia.com
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Source: Authors’ own study 

Fig. 7. Mavic 2 Pro ground and tower scenario

Source: Authors’ own study 

Fig. 6. W1’ coordinates in various scenarios

Source: Authors’ own study 

Fig. 8. Mavic 2 Pro full set scenario

http://gll.urk.edu.pl
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The measurements of 10 points on the digital terrain model generated using the 
‘only ground’ scenario from Table 2 revealed significant discrepancies at points 5 and 8. 
These inaccuracies were caused by major distortions of the surveyed structure, which 
was not located in close proximity to any two reference points. A similar situation 
occurred for the Mavic 2 Pro platform in the ‘only drone’ scenario at point 9.
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Source: Authors’ own study

Fig. 9. Mavic 2 Pro only drone scenario

Source: Authors’ own study

Fig. 10. Mavic 2 Pro only ground scenario

Source: Authors’ own study 

Fig. 11. Mavic 2 Pro only tower scenario
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The scenario in which the digital terrain model deviated from the vertical was 
related to the automatic adjustment of processing to the model’s center. The ground 
control points placed on the ground were located far from the tower, causing a shift 
in the data relative to the center. The selected measurement points, whose coordinates 
remained unchanged, appeared to be incorrectly mapped within the tower’s geometry. 
This explains why points 5 and 8 show such large value jumps (Table 2). The DJI Mini 3 
had the lowest resolution, making it difficult to align the marker properly with a point 
of known coordinates. The lower resolution meant that greater precision was required 
for image alignment due to the marker being harder to recognize (Fig. 12).

Source: Authors’ own study 

Fig. 12. Various views of G2 point from different drones to highlight camera resolution differences

A statistical analysis was performed to evaluate the significance of GCP config-
urations and UAV platforms. Their influence on the final photogrammetric outputs 
P-values was measured for the same drone in different scenarios. It was observed that 
for Mavic 2 Pro and Air 2S results significantly affected the orthomosaics accuracy 
(p  <  0.05). However, no statistically significant differences were found in the DEM 
outputs for any of the UAVs, with p-values circulating around 1 for Mavic 2 Pro and 
Air 2S and 0.356 for Mini 3 (Table 5).

Table 5. P-value results for the same drones and different scenarios

Mavic 2 Pro Air 2S Mini 3

P-value ortho 0.019 0.037 0.113

P-value dem 0.926 0.993 0.356

The second test evaluated the influence of different UAV platforms under the 
same GCP scenario. In this case, no statistically significant differences were observed 
between drone models in any GCP configuration. For orthomosaics, p-values ranged 
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from 0.42 to 0.99, and for DEMs from 0.24 to 0.99, confirming that drone choice did 
not significantly impact the accuracy of outputs when the GCP layout remained the 
same (Table 6 and Table 7).

Table 6. P-value results for the same scenarios and 
different drones for orthomosaics

p-value

Full set 0.831

Ground and tower 0.795

Ground 0.421

Tower 0.993

Drone 0.911

Table 7. P-value results for the same scenarios and 
different drones for DEMs

p-value

Full set 0.992

Ground and tower 0.992

Ground 0.776

Tower 0.820

Drone 0.239

Discussion

The results of this study highlight the growing importance of photogrammetry among 
industries that require high-precision geospatial data, such as construction, land 
surveying and lidar mapping [Kovanič et al. 2023]. The comparative analysis of vari-
ous drone platforms and GCP configurations provides a valuable insight into how to 
optimize accuracy and increase efficiency for consumer-grade drone photogrammetric 
products. One of the most crucial findings of the survey is the importance of correct 
distribution of GCPs that directly influences the quality of photogrammetric products. 
The study confirms that uniform GCP coverage across the surveyed area plays a major 
role in minimizing RMSE. The study demonstrates their impact. Scenarios in which 
drone GNSS coordinates were the only source for aligning photos (without GCP) 
exhibited errors. This confirms what Sanz-Ablanedo et al. found in their study that 
standalone GNSS modules are incapable of submeter accuracy [Sanz-Ablanedo et al. 
2018]. These observations align with previous research conducted by Agüera-Vega et 
al., which emphasizes that GCPs should be evenly placed across the entire surveyed 
area, and not concentrated in a single point to ensure minimal distortions [Agüera-

http://gll.urk.edu.pl
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Vega et al. 2017]. The study also evaluated how different drone models affect output 
quality. RTK-equipped drones provide significantly less dependence on GCP compared 
to platforms without one. Consumer-grade drones (e.g., DJI Mavic 2 Pro, DJI Mini 3, 
DJI Air 2S) can achieve sub-decimeter accuracy when supported by sufficiently dense 
GCP network, making them suitable for projects that do not require a high level of data 
accuracy. Previous research conducted by Molnar showed that consumer-grade drones 
are a good option in measuring land mass volume on construction sites, where GCPs 
are already placed [Molnar 2016]. This study underscores that the strategy for placing 
GCPs should be project-specific. In this study, the observation tower played a significant 
role in optimal GCP placement. It was demonstrated that vertical objects force GCP 
placement to be more distributed across all axes. Large-scale topographic surveys may 
force the user to provide data with RTK-equipped device to avoid placing vast amount 
of GCPs, which means further time-consuming aligning processes. A hybrid approach 
that combines a RTK drone with a minimal number of GCPs may be optimal for certain 
projects [Nesbit et al. 2019]. While this study only focused on optical photogrammetry, 
future investigations could compare the results with LiDAR-based datasets, particu-
larly in urban environments that afford numerous vertical objects. This study could be 
repeated with GCPs placed specifically within a close range of investigated object with 
newer GNSS receiver. This discussion reinforces that photogrammetric accuracy is not 
only dependent on equipment but rather on an approach integrating drone capabilities 
with suitable GCP placement and mission planning. Drone technology evolves and so 
do practices of combining different methods for obtaining maximum effectiveness and 
desired accuracy across various industries.

The statistical results support the hypothesis that the configuration of ground control 
points has a significant impact on orthomosaic accuracy. The lack of statistical signifi-
cance in DEM accuracy across scenarios suggests that vertical accuracy is less sensitive 
to GCP distribution compared to horizontal orthophoto precision. Additionally, the 
lack of significant differences between drone models with the same GCP setups shows 
that, in this context, GCP placement plays a more critical role in determining photo-
grammetric accuracy than the choice of UAV platform.

Conclusions

This study analyzed the critical role of accurate GCP placement in enhancing the qual-
ity of high-resolution orthomosaics and digital elevation models in various scenarios. 
The results highlight the importance of choosing the optimal drone platform and 
the configuration of ground control points. Various configurations regarding GCP 
placement can significantly influence the accuracy of photogrammetric outputs. The 
results should be divided into two groups – orthomosaics errors and digital eleva-
tion model errors. Scenarios with well-distributed GCPs across the entire survey area 
consistently resulted in lower RMS errors, indicating higher accuracy. In contrast, sets 
where GCPs were unevenly distributed across the entire survey area (e.g. only tower 
points or only ground points) resulted in insufficient correction and generated signifi-
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cant distortions and higher errors. The orthomosaic scenario in which no GCPs were 
used during orthomosaic generation (‘only drone’ scenario) showed significant errors. 
Conversely, scenarios without internal drone GPS coordinates used during processing 
showed better results and lower displacement. Similar results have been observed for 
digital elevation model scenarios. Sets where GCPs were placed inaccurately exhibited 
significant distortions. On the other hand, sets that used better GCP placement strategy 
ensured better results and more accurate elevation models. Acquiring high-precision 
products is demanded and inevitable in the outputs used by construction or 3D model-
ling industries. Optimal GCP placement minimizes output distortions and improves 
overall accuracy, ensuring that the outputs meet the defined requirements of profes-
sional applications. The choice between high-end and consumer-grade UAV platforms 
plays a significant role in the quality of the outputs. This study shows that even with 
lower-grade UAVs without RTK modules it is possible to achieve desired output qual-
ity. In the future, the study could be repeated with a drone that provides RTK fixes on 
coordinates to see whether the quality of RTK output could be matched with regular 
module drone platform.
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